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Abstract: In the past few years, educational data mining (EDM) has attracted the attention of
researchers to enhance the quality of education. Predicting student academic performance is crucial
to improving the value of education. Some research studies have been conducted which mainly
focused on prediction of students’ performance at higher education. However, research related
to performance prediction at the secondary level is scarce, whereas the secondary level tends to
be a benchmark to describe students’ learning progress at further educational levels. Students’
failure or poor grades at lower secondary negatively impact them at the higher secondary level.
Therefore, early prediction of performance is vital to keep students on a progressive track. This
research intended to determine the critical factors that affect the performance of students at the
secondary level and to build an efficient classification model through the fusion of single and
ensemble-based classifiers for the prediction of academic performance. Firstly, three single classifiers
including a Multilayer Perceptron (MLP), J48, and PART were observed along with three well-
established ensemble algorithms encompassing Bagging (BAG), MultiBoost (MB), and Voting (VT)
independently. To further enhance the performance of the abovementioned classifiers, nine other
models were developed by the fusion of single and ensemble-based classifiers. The evaluation
results showed that MultiBoost with MLP outperformed the others by achieving 98.7% accuracy,
98.6% precision, recall, and F-score. The study implies that the proposed model could be useful in
identifying the academic performance of secondary level students at an early stage to improve the
learning outcomes.

Keywords: educational data mining; supervised learning; secondary education; academic performance

1. Introduction

Educational data mining (EDM) is a growing area of research that is being used to
explore educational data for different academic purposes. The main application of EDM
is the prediction of students’ academic performance [1,2]. In data mining, the analysis
and interpretation of student academic performance are regarded as suitable analysis,
evaluation, and assessment tools [3]. In the present era of a knowledge economy, the
students are the key element for the socio-economic growth of any country, so keeping their
performance on track is essential. Data mining (DM) methods are applied to learn hidden
knowledge and patterns which assist administrators and academicians in decision making
regarding the delivery of instructions. DM techniques have applications in numerous areas
including retail business, the health sector, marketing, banking, bioinformatics, counter-
terrorism, and many others are also using it to enhance productivity and efficiency [4].
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Education plays a vital role in the development of any nation. The education in
Pakistan has improved in the past few years; it is further striving to enhance academic per-
formance to produce a well-educated and competitive workforce to meet the requirements
of the market [5]. The academic performance of high school students is a critical concern
for parents, teachers, the education department, and the government. The performance
of students at the secondary level is highly influenced by their demographic, schooling,
social background, family background, and psychological factors [6]. Individuals vary
from one another in terms of these factors, and hence their academic performance differs
accordingly [5]. It is therefore important to predict students’ academic performance, taking
into account the aforementioned parameters.

The performance of secondary level students in science subjects is expected to be
high in order to provide quality entrants at a higher level of education, which is key to
prosperity and the knowledge economy [7]. Therefore, the lower secondary level is very
crucial for students aiming for science as a major subject, because it is a baseline for setting
their academic goals. Ninth-grade students need to consider grades as imperative at the
lower secondary level as they act as a stepping-stone in subsequent educational levels.
Academic performance can be enhanced by identifying weak areas concerning academics
and personal traits. To achieve this, the design of a prediction system is indispensable to es-
timation of students’ academic progress at an early stage before they in board examination.
Such prediction may be beneficial in multiple ways. For example, it can help in reinforcing
students to improve their performance in their weak areas. Secondly, it may assist in the
selection of subjects where students can perform better. Thirdly, it can be useful in deciding
on career goals. Finally, it can assist in awarding accurate grades to students based on their
previous performance in COVID-19-like situations where administering examinations is
impossible. Therefore, a prediction system should be in place to predict the performance
of ninth-grade students at an early stage of the academic year to keep them on track and
enable them to perform better in board examinations. The basic objective is to minimize
the dropout and failure ratios of students at the lower secondary level. Additionally, the
selection of subjects in grade nine is considered important in students’ academic growth
and professional advancement. To support education in a traditional setting, numerous
systems such as massive open online courses (MOOCS), intelligent tutoring systems (ITS)
and web-based educational systems have been designed but there is a dearth of systems
to predict students’ academic progress [8]. As per our knowledge, in Pakistan, there is no
prediction system available to measure students’ progress at the lower secondary level.

It has been described that data mining approaches analyze an organization’s historical
data and figure out the required pattern or information that is otherwise impossible [9]. In
DM, both classification and regression are used to build predictive models. The classifica-
tion techniques are used on pre-classified data to characterize the unclassified data [10].
The classification can be performed using different learning schemes such as decision trees
(ID3, REP Tree and C4.5, etc.), logistic regression (LogitBoost), backtracking (MLP), and
probability (Naïve Bayes, Bayes Network). These algorithms are known as single classifiers
which have some limitations for the accuracy of the model. It is therefore important to
improve the performance of single classifiers. To achieve such a goal, the ensemble method
has been introduced which combines different classifiers into a single unit. However, in
the ensemble structure, many areas must be explored to increase the accuracy of prediction
models. A research study has been conducted to discover other algorithms of learning
schemes in different ensemble methods which can help in predicting students’ academic
performance with greater accuracy [11]. This research intends to propose a classification
model developed by fusion of single-based classifiers and ensemble-based classifiers to
predict the academic performance of secondary-level students based on their academic
and personal traits.

The prediction of students’ grades from their academic data along with other features
is a useful application in EDM; it is therefore becoming a suitable source of information
that can be utilized in multiple ways to improve the quality of education. The major
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contributions of this research study towards EDM include (a) the identification of the
personal traits of secondary school students. (b) Development of a dataset by gathering
data from four different secondary schools located in three different cities. The academic
data were collected through a student information system and data related to personal
characteristics and socioeconomic conditions was gathered using online and physical
surveys. (c) Building of a model which analyzes students’ academic and personal data and
predicts their academic progress with higher accuracy and precision.

The rest of the paper is organized as follows: Section 2 presents a literature review
that highlights the findings of prior research studies in order to identify the set of the most
common factors affecting students’ academic performance. Secondly, it determines the
most frequently used data mining techniques in previous research. Section 4 presents the
research methodology, and the section is about data collection and data preprocessing. In
Section 5, the conclusion and future prospects of this research study have been presented.

2. Literature Review

EDM is burgeoning due to the massive growth of educational resources, the internet,
and the usage of online tools to impart education [12]. Consistent research efforts are being
made to improve the quality of educational tools. This section provides an overview of the
factors that may affect students’ academic progress and technologies that are helpful in
making predictions regarding students’ academic progress. A systematic review has been
conducted to determine factors that affect student performance through information mining
procedures [13]. The study handled numerous subjects, one of which was to recognize
the significant characteristics which can be utilized in anticipating student performance.
The results indicated that the internal assessments and aggregate evaluation points are the
most incessant qualities utilized for predicting academic performance. Additionally, other
significant properties were identified including personal and inner appraisal, previous
record, extra-curricular activities, and social attributes. The decision tree and neural
networks were found as the most regularly utilized information-digging strategies [14].

Another research study [15] considered the cumulative grade point average as a
prominent factor for measuring student performances in each semester. Additionally, the
study also interprets normal class tests and assignments, previous academic failure, and
study duration as the appreciable factors for predicting student performances. In [16]
author stated that academic attainments are somehow linked with students’ extracurricular
activities and presented the presence of the student in a class as the strongest predictor for
academic performance.

The study [17] found that family attributes and academic attributes were the deciding
factors for prediction. The cumulative grade point average of students and their external
and internal assessments marks were also the most frequently used attributes by the
researchers. Another research [18] also showed the performance prediction of fourth-year
undergrad students using pre-university marks and considering marks obtained in courses
of the second year. They only considered grades for performance prediction and ignored
the family and socio-economic attributes of the students.

A comprehensive analysis of supervised machine learning techniques was conducted
and applied to predict students’ performance in the examination. They considered different
factors including demographics and social interest to predict students’ expected score in
the final term as well as students at risk [19].

A survey study was conducted using a sample of 1500 United State students to
identify the impact of the COVID-19 pandemic on higher education. It has been revealed
through analysis and a classification model that the shocks related to health and economics
brought about by COVID-19 varied by socioeconomic factors [20]. Another study gathered
students’ pre-university marks, first and second-year marks through a large-sized sample
and applied a predictive model on it to envisage students’ CGPA at the final semester [21].

Table 1 shows the set of attributes used at the secondary level to predict students’
academic performance.
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Table 1. Student attributes used for predicting performances.

Student Attributes Possible Values Used in All Research Papers While Implementing the DM Algorithm

Academic Attributes
Internal and external assessment, lab marks, sessional marks, attendance, Cumulative Grade Point
Average (CGPA), semester marks, grade, seminar performance, assignment, attendance, schools marks,
previous academic marks, etc.

Personal Attributes Age, gender, height, weight, Emotional Intelligence (EI), student interest, level of motivation,
communication, sports person, hobbies and ethnicity, etc.

Family Attributes Qualification, occupation, income, status, support, siblings, responsibilities, etc.

Social Attributes Number of friends, social networking, girls’/boys’ friends, movies, travel outings, friends’ parties, etc.

School Attributes Teaching medium, accommodation, infrastructure, water and toilet facilities, transportation system, class
size, school reputation, school status, class size, school type, teaching methodology, etc.

Another research study [22] proposed a predictive investigation framework to gauge
the satisfaction level of university students regarding an online summer program. The
students were given a questionnaire, consisting of questions related to socioeconomic,
demographics, and some other indicators. Regression and ANOVA analysis were applied
in that prediction model to interpret learners’ interaction. Data mining approaches are being
widely used by academic analysts to assess the effectiveness of education by processing
and interpreting the huge volumes of data [23]. For the timely completion of students’
degree requirements, their future performance was predicted based on their academic
record. A novel machine learning method was used to predict the students’ performance
in a degree program [24]. A brief overview of multiple machine learning techniques along
with comparison of time complexity of models was presented. The work shows the current
limitations and challenges of machine learning techniques [25].

It has been shown that composite methods are vital for improving single classifiers
and accuracy of predictive models. Bagging, Boosting and stacking, etc. are different types
of ensemble methods that use a blend of models to improve composite models. Among
them, bagging is utilized for classification and prediction purposes. The study handled the
imbalance dataset with a SMOTTEEN technique with ensemble classifiers to produce high
results. Since every model comprises some limitations, so the ultimate purpose of ensemble
methods was to join the strength of single different models with the aim to achieve higher
accuracy [26].

Another research presented two prediction models for estimating the student perfor-
mance in final examinations. A K-Nearest Neighbor algorithm and support vector machine
algorithm were used as a prediction technique to estimate the students’ performance in
final examinations on the basis of their demographic, class and social attributes [27].

In the field of EDM, researchers made efforts to study different kinds of attributes and
properties that influence students’ learning and performance results [28].

There are so many data mining approaches, but some mining approaches are being
considered more effective. Such as machine learning-based ensemble methods also known
as composite methods which are being considered as a vital approach to strengthening
single classifiers. This approach leverages the power of multiple models to attain improved
prediction accuracy than any of the individual models could achieve independently [29].

3. Research Methodology

This section describes the research methodology in detail. The implementation of the
data mining approach is completely described in this section. The Waikato Environment
for Knowledge Analysis (WEKA) [30] was used to perform data mining tasks. The research
methodology consists of different phases and experiments conducted during this research.
The pictorial representation of research methodology is given in Figure 1.
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Figure 1. Proposed methodology.

The data collection was based on attributes suggested by researchers as the most
rational attributes to predict academic performance at secondary level of education. The
dataset was collected using an online and physical survey from four different schools
based on students’ academic, demographic, social, and family attributes. A dataset com-
prising 1227 records was collected that is currently available online at Kaggle. It includes
21 attributes in total of four different types including demographics, family, social, and
academic. A total of 16 attributes remained after a feature selection process. The outcome
is categorized into seven classes of grades including A+, A, B+, B, C, D and F. This sec-
tion demonstrates the detailed description of selected attributes. Table 2 provides a brief
description of every attribute that was used in this study.

The first step in data pre-processing is data cleansing, which is used to remove all
the irrelevant attributes. The dataset consists of 1227 records in total. After detecting
the missing values from different features, some records were removed from the dataset.
The removal of records does not lead a model towards biasness, if dataset is used for
training as a whole for each algorithm instead of subset of the dataset [31,32]. To reduce the
computational complexity while implementing the mining techniques, missing values were
also removed. The second step in data preprocessing is feature selection which is used to
reduce dimensionality in feature space and obtain better classification results [26] because
training on high-dimensional data leads to overfitting of the model. The subset of original
features have been picked up through feature selection method which leads to the removal
of redundant and obsolete characteristics without losing any important information [26].
This study applied filter-based methods using information gain-based selection to evaluate
crucial features which may help in developing good performance models. Filter-based
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feature selection is a ranking method, used to rank the attributes according to their rank
values by overlooking the remaining ones and then through application to the learning
ones. In a rank-based method, values were given to each attribute according to their ranks
in building a good model. Information gain is a filter-based feature ranking technique that
is based on the information theory where information is provided about the target class
attribute given the value of the dependent class attribute [33]. Out of 21 features, 16 were
selected based on the rank that is close in its relationship with the final predicted outcome
and gives better results. The foremost motive of the proposed model is to predict the
students’ performances under the classes such as A+, A, B+, B, C, D, and F, where nominal
and numeric data are converted into ordinal values with the help of the discretization
technique. The class distribution is shown in Table 2.

Table 2. Dataset description and possible values.

S. No Attributes Description

1 GE Gender (Male, Female)

2 HA Home Address Urban, Rural)

3 PCA Parent Cohabitation Status (Living together, Apart)

4 QFR Quality of family Relationship (Very Good, Good, Not Good)

5 MJ Mother Job (Yes, No)

6 FJ Father Job (Yes, No)

7 ME Mother Education (None, Elementary, Secondary, Higher)

8 FE Father Education (None, Elementary, Secondary, Higher)

9 FS Family Size (Less than 3, Greater or equal to 3)

10 GF Going out with friends (Yes, No)

11 PF Past Failures (Yes, No)

12 NS Attended Nursery School (Yes, No)

13 HE Want to take Higher Education (Yes, No)

14 R Relationship (Yes, No)

15 IA Internet access at home (Yes, No)

16 ECA Extra-Curricular Activities (Yes, No)

17 DST Daily Study Time (<2 h, 2 to 5 h, 5 to 10 h, >10 h)

18 HST Home to school Travel Time (<15 min, 15 to 30 min, 30 min to 1 h, >1 h)

19 EG 8th Class Grades (A+, A, B+, B, C, D)

20 NG1 9th Class First Term Grades (A+, A, B+, B, C, D, F)

21 NG2 9th Class Final Term Grades (A+, A, B+, B, C, D, F)

The research methodology is mainly premised on ensemble methods including bag-
ging, boosting, and stacking, which is a different kind of ensemble method which uses
a blend of models [29]. Among these methods, bagging, boosting, and stacking can be
utilized for classification and prediction. Each model has some strengths and limitations,
so the ultimate objective of ensemble methods is to complement the models, in order to
achieve higher prediction accuracy. The bagging method is used to sort the tuples ran-
domly into different bags while developing a model. The process is known as bootstrap
aggregation. All models in bagging are built in parallel and, for the overall decision, an
average is taken from all models, which lowers the variance in the model. It has been
shown that bagging achieves the highest efficiency relative to the other methods [34,35].

Bootstrap improves on bagging. It is developed sequentially by assigning weights
to the tuples classified incorrectly by previous classifiers and thus receive more attention
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from the next classifier. The weighted average is finally taken to build the final decision.
The boosting algorithms are highly capable, take weak and low-performing models, and
convert them into robust models. The boosting classifier methods include AdaBoost,
GradientBoost and MultiBoost, etc. [36].

The effectiveness of the boosting method has been examined and it was found that
the method is an efficient and effective strategy for classification and prediction [37,38].

Random forest is also an ensemble method which is an improved version of bagging,
and it is used for classification and regression. In the training phase, it creates multiple
decision trees and produces the mode of classes as well as generating a mean prediction
of an individual in regression problems. It also performs random sampling on features
with the help of feature engineering. It builds prediction models based on the aggregation
of decision trees [39]. Another ensemble method is voting, which combines the output
predictions from multiple models. This technique is used to enhance the performance of
models in comparison to any single classifier model. The technique is mainly used for
regression and classification problems. In the classification method, the prediction from
multiple models of each label is aggregated and the majority vote label is predicted, which
may be considered as a meta-model. The method of combining the decision of different
algorithms requires stacking algorithms. The most common way to develop the training
dataset for the meta-model is through k-fold cross-validation of the base models, where the
out-of-fold predictions are used as a premise for the training dataset for the meta-model.
After training, a meta-model from different models is assembled and is trained on the
resultant of component models. Thus the heterogeneous ensemble model is created using
this approach as the component model comprises diverse algorithms [37–39].

The importance of different ensemble techniques such as bagging, boosting, and
voting classifiers can be viewed through various recent studies where hybridization of
ensemble classifiers with base classifiers is a current research trend. Livieris et al. proposed
a prediction model which was based on Bagging and Boosting and created two strategies to
successfully combine the predictions of weight-constrained neural networks (WCNNs) [40].
Similarly, another study has explored bagging, boosting, and voting classifiers for the
automated classification of news articles, in particular concerning identification of fake
content from real content. They highlighted that the novel aspect of their research is the
use of various ensemble methods including bagging, boosting, and voting classifiers to
investigate their performance over multiple datasets [41]. Yang et al. proposed a two-layer
ensemble approach to enhance the performance of the software defect prediction process.
In the inner layer, they have combined decision tree and bagging to form a random forest
model. In the outer layer, they used random under-sampling to train various random forest
models and applied staking to ensemble them once again [42].

3.1. Phase 1: Classification Using Base Classifier

Several classification learning schemes are being used for classification and prediction,
such as decision trees (REP Tree, C4.5, CART, and J48, etc.), probability (Naïve Bayes and
Bayes Networks, etc.), backtracking (ANN like MLP, etc.), logistic regression (Logistic Boost,
etc.), and so many other schemes are highly embraced. Any of them used independently
are referred to as a single base classifier.

Previous research studies revealed that, among other classification learning schemes,
the Multilayer perceptron, J48, and PART are the most efficient and frequently used classi-
fiers for performance prediction. The performance of such classifiers was studied regarding
training time, efficiency, and accuracy of prediction. It has been found that J48 took less
training time for each data instance than the MLP classifier. The MLP, PART, and J48
showed higher accuracy for both large and small size data sets. Moreover, it has also
been examined that the PART algorithm provided better accuracy in every case with and
without noise [38].
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3.1.1. Multilayer Perceptron Classifier

A multilayer perceptron (MLP) is a feed-in class to the artificial neural network. It
utilizes back-propagation for training, referred to as a supervised learning technique. MLP
consists of an input layer, a hidden layer, and an output layer. Each node is known as
a neuron excluding the input nodes and uses a non-linear ReLu activation function [43].
This non-linear activation along with its multiple layers distinguishes it the from linear
perceptron. The ReLu activation function is simple and efficient, as it has been empirically
observed that training a network with this function tended to converge quickly and reliably
in comparison to other activation functions. Furthermore, it also helps in detecting data
that cannot be separated linearly [43].

3.1.2. J48 Classifier

The J48 algorithm was developed by Ross Quinlan to classify different datasets and
applications to enhance the results of classification. J48 is used to generate decision trees
that are based on C4.5 algorithms. Every aspect of data is divided into small subsets based
on a decision tree. It employs greedy search and top-down search by all branches to build a
decision tree for modeling of the classification process [44]. This decision tree can estimate
the missing attributes and deal with certain distinctive and varying features. Furthermore,
it can be used to examine the data continuously [45,46].

3.1.3. PART Classifier

The developed version of the ripper algorithm and C4.5 is a partial decision tree
algorithm that does not require global optimization to produce appropriate rules for
classification [38]. It helps in building a partial decision tree on different sets of instances
and produces rules for decision trees [47]. PART is an algorithm that uses a divide-and-
conquer mechanism to build a partial C4.5 decision tree in each iteration, i.e., it generates a
PART decision list, and makes the best leaf into a rule [44].

3.2. Phase 2: Building Model by Ensemble Methods

Ensemble methods are an influential and efficient development in data mining and
machine learning. The philosophy of ensemble classification is based on the decision of
a group of experts instead of a single expert. This research uses three main techniques
including Bagging (BAG), Boosting (BST), and voting (VT) as these techniques are highly
recommended by previous research in order to attain high accuracy and low errors in pre-
diction [46]. Basically, ensemble methods are classified as homogenous and heterogeneous
ensemble methods. Homogenous ensemble methods apply a single algorithm on various
training datasets to construct multiple classifiers such as bagging and boosting. Conversely,
different algorithms are used to manipulate training datasets to make various models in
heterogeneous ensemble models including voting and stacking [48].

3.2.1. Bagging

Bagging, or bootstrap aggregation, is an efficient ensemble technique used for classifi-
cation. The bagging technique takes a sample of data randomly, puts them into different
sample-sized bags, and then trains them on a classifier. It is mostly used as an ensemble
method to reduce variance in data, randomize the design process, and finally create an en-
semble from them [49]. It has also been observed that bagging provides high efficiency [34].
In this research study, the bagging technique samples the data erratically into different
sample-sized bags and trains them on random forest, a basic classifier for bagging, and
aggregates their specific forecasts into a final prediction [50].

3.2.2. Boosting

Boosting is another robust algorithm of ensemble learning that creates a strong learner
from weak learners. It generates many weak learners with the help of a decision tree and
combines them to form a strong learner. It helps in reducing errors during prediction and
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makes a model less biased. The effectiveness of the boosting method has been examined
and it was concluded that it is an efficient and effective strategy for classification and
prediction [38]. The boosting technique used in this research is MultiBoostAB (MB), as it
is an extension of the AdaBoost technique to form decision committees but with a lower
error rate in comparison to AdaBoost [51,52].

3.2.3. Voting

Voting is also known for its heterogeneous nature where classifiers comprise different
algorithms which are used to predict the final outcome. It creates two or more models and
each of them make their predictions [36]. It is based on an aggregating network that is
used to determine the weights’ mean. It is a model that combines the result of multiple
classifiers on basis of weights [53]. There are three types of voting including majority
voting, unanimous voting, and plurality voting. The majority voting reflects more than
50% votes for the final decision; in unanimous voting, all classifiers develop an agreement
for final decisions, whereas polarity voting considers the majority of votes to decide the
final outcome. In this research, majority voting was used to combine classifiers because it
provides better results in terms of accuracy, as indicated by prior research [53,54]. Moreover,
three different algorithms including Naive Bayes, IBk, and ZeroR were used in this study
for voting.

3.3. Phase 3: Building Model by Hybrid Ensemble Methods

This phase includes the building, training and testing of hybrid ensemble-based
models by hybridizing them with base classifiers. The fusion of base classifiers with
ensemble models enhances the generalization and prediction capability of ensemble models.
The hybrid models of machine learning, build accurate and efficient machine learning
models and feed their output to each other [55].

These models include BAG + J48, BAG + MLP, BAG + PART followed by BST + J48,
BST + MLP, BST + PART. The last hybrid ensemble-based models were VT + J48, VT + MLP,
VT + PART.

3.4. Phase 4: Performance Comparison Analysis

To determine the performance of an algorithm, evaluation metrics were used. The
performance validation of models was generated through 10-fold cross-validation. The
k-fold cross-validation procedure divides a limited dataset into k non-overlapping folds.
Each of the k folds are allowed to be used as a held back test set whilst all other folds are
collectively utilized as a training dataset. A total of k models are fit and evaluated on the
k holdout test sets and report the mean performance. The evaluation in this study was
conducted using a 10-fold cross-validation technique. The technique divided the whole
dataset into 10 subsets of equal size; out of 10 subsets, 9 were used for training and the
1 remaining was used for testing. The process was iterated ten times; the final result was
estimated as the average error rate on test examples [55].

The evaluation metrics include accuracy, precision, recall, and F-score, which were
used to examine the performance of each predictive model. Such predictive models were
figured out based on True-Positive (TP), False-Positive (FP), True-Negative (TN), and
False-Positive (FP).

4. Experiments and Evaluation

WEKA was used to evaluate the proposed classification model and to make compar-
isons. In this study, different experiments were conducted sequentially to assess students’
performance. The comparison was made through various single base classifiers, ensemble-
based classifiers, and fusion ensemble classifiers. The time complexity of each algorithm is
also represented in terms of Big O notation which plays an important role in finding the
efficiency of algorithms [25]. Additionally, a comparative analysis has been performed to
discover performance improvements in different models. The experiments detected the
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efficient model in predicting student academic performance at the secondary level. To
acquire precise results during evaluation, 10-fold cross-validation was used.

4.1. Experiments with Base Classifiers and Ensemble Base Classifiers

The three base classifiers including MLP, J48, and PART were applied after the data
preprocessing stage. The evaluation results showed that among these three base classifiers,
MLP outperformed the other classifiers, achieving greater accuracy (i.e., 88.52) as shown in
Figure 2. The figure has two parts; in the first part, the bar chart presents the performance of
classifiers in terms of accuracy, precision, recall, and F-score. The second part presents the
performance of classifiers in tabular form through the same measures. The MLP classifier
also performed better in terms of other measures such as precision, recall, and F-score. The
time complexity of the MLP classifier is O(emnk), which is a composition of interconnected
neurons, whereas J48 and PART have a time complexity of O(mn2), which works on the If
and Then rule until the predicted class has not been obtained.
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Furthermore, three different ensemble classifiers including bagging, multiboost, and
voting were built. Among these three ensemble classifiers, multiboost outperformed the
other classifiers, achieving higher accuracy (i.e., 95.7) as shown in Figure 3. The figure
comprises two parts; in the first part, the bar chart shows the performance of classifiers in
terms of accuracy, precision, recall, and F-score. The second part indicates the performance
of classifiers in tabular form through the same measures. The classifier also performed
better in terms of other measures such as precision, recall, and F-score. The time complexity
of bagging is (O(klogn), where k is the number of bags.

4.2. Experiments with Fusion Ensemble-Based Models

The aim of this phase was to develop hybridization of ensemble classifiers with single-
based classifiers. This experiment evaluated nine fused ensemble models including fusion
of BAGGING (BAG) with MLP, PART, and J48, MultiBoost fusion with MLP, PART, and
J48 as well as Voting (VT) fusion with MLP, PART, and J48. The results of these models are
shown in Figures 4–6.
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The evaluation results related to BAG fusion with PART showed the highest accuracy
(i.e., 97.50%). The model also performed very well with respect to precision, F-score
and recall, as shown in Figure 4. The experiment results related to MB fusion with MLP
achieved the highest accuracy (i.e., 98.7), as shown in Figure 5. This model has achieved
good performance with regard to precision, recall, and F-score. The results related to the
fusion of VT with different single classifiers showed that VT + J48 achieved greater accuracy
(i.e., 95.9%), as shown in Figure 6. This model also showed better performance in terms of
precision, recall, and F-score. Each of Figures 4–6 consist of two parts; in the first part, the
bar chart presents the performance of classifiers in terms of accuracy, precision, recall, and
F-score. The second part shows the performance of classifiers in tabular form through the
same measures.

4.3. Comparative Analysis of Applied Techniques

A comparative analysis was performed to analyze the performance of different clas-
sifiers evaluated during this study. To analyze the performance, the comparison of the
evaluation results of single classifiers, ensemble-based classifiers, and fusion-based ensem-
ble models is presented in this section. First, this section presents the comparison between
single-based models and ensemble-based models. Secondly, a comparison is performed
between fusion ensemble-based models.

The experimental results shown in Figure 7 depict that all of the ensemble-based
models outperformed concerning all measures including accuracy, recall, precision, and
F-score in comparison with single-based classifiers. Figure 7 shows the performance of
models through bar charts and numeric terms.

The purpose of this experiment was to identify the high-performing fusion model by
comparing fusion-based models. The results showed that fusion-based models improve
the precision and accuracy of the student prediction model.

Figure 8 presents the performance of classifiers using a bar chart and table of numeric
terms. The results shown in the above figure indicate that MB and MLP performed very well
in terms of all measures. The fusion model MB + MLP achieved 98.7 accuracy and 98.6%
precision, recall, and F-score which is higher than those for all other fusion models. The rest
of the fusion models also showed relatively good performance. Overall, the results showed
that fusion-based models improve the accuracy and precision of student predictions in
comparison to single- and ensemble-based models. For effective communication, it is to
be considered that the false positive rate, also known as the rate of sensitivity, should be
nearly zero. The sensitivity rate for the MB + MLP model can be seen very close to zero,
which strengthens the performance of the model.
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The F-measure of fusion-based MultiBoostAB and MLP has produced an average of
0.987 score that is a very significant result. It gives an average weight of the true positive
as 0.988 and false positive rate as 0.004, as shown in Table 3.

As an average, the overall accuracy rate of the proposed model is evaluated as 98.7%.
It shows that fusion-based ensemble models provide better precise outcomes, while classi-
fying instances is very helpful in the evaluation of students’ performance.
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Table 3. Result obtained for MB + MLP.

Correctly Classified Instances 1185 98.7 %

Incorrectly Classified Instances 15 1.24 %

TP Rate FP Rate Precision Recall F-Measure Class

0.997 0.008 0.976 0.997 0.986 A+

0.996 0.001 0.996 0.996 0.996 B

0.983 0.001 0.994 0.983 0.988 B+

0.994 0.007 0.983 0.994 0.989 A

0.969 0.000 1.000 0.969 0.984 C

0.909 0.000 1.000 0.909 0.952 F

0.943 0.000 1.000 0.988 0.971 D

Weighted Average

0.988 0.004 0.988 0.986 0.987

Figure 9 below shows the fusion-based ensemble model of ninth-class grade division
based on the performance of MB + MLP and the class column represents the final perfor-
mance prediction grades of the ninth class. In machine learning, sensitivity or recall is
termed as the true positive rate and is used to measure the percentages of actual positives,
which are identified correctly. The sensitivity rate should be nearer to one in order to obtain
the true positive values.
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As shown in the above figure, the A+ grade has a true positive value of 290, whereas
the false negative and false positive values are 7 and 1. The A grade has a true positive
value of 350 with 8 false negative and positive values. Similarly, the values including 169,
223, 93, 33 and 30 are the true positive values of grades B+, B, C, D, and F.

The false-positive ratio (FPR) is the proportion of incorrectly classified negative in-
stances. It has been discovered that a good model should have a false positive rate nearer
to 0.0, which indicates less incorrectly classified negative instances.

A confusion matrix is a technique in which the performance of a classifier is sum-
marized. From the confusion matrix, it was derived that, amongst the students from the
dataset, 24.1% students secure an A+ grade, 18.5% students achieve a B grade, 14.0%, 29.1%,
7.7%, 2.4% and 2.7% students secure B+, A, C, F, D grades, respectively. This distribution
obtains more insight from the model analysis.
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Statistical hypothesis testing is used to make a claim related to the distribution of
data or whether a set of results vary from one another. The null hypothesis is essential
in interpreting the results and ensuring the strength of the claim of model performance
by some statistical analysis. An Analysis of Variance test (ANOVA) is used in this study
where statistical hypothesis testing is performed by estimating the p-value which is used to
interpret the results of a test to either reject or fail to reject the null hypothesis. The p-value
is selected as 0.05 for this study. The activity is conducted by comparing the p-value to the
pre-chosen threshold value called alpha.

If the p-value < alpha, the null hypothesis would be rejected or we would fail to reject
the null hypothesis in the p-value > alpha case.

The issue is addressed as whether the single and ensemble-based classifiers’ per-
formances are similar to fusion-based ensemble classifiers or not. The performances are
evaluated by the four performance evaluation metrics (accuracy, precision, recall and
F-measure) with the use of a collected dataset.

After testing, it was revealed that the four performance evaluation metrics are rela-
tively higher for fusion-based ensemble classifiers models. By using the one-way ANOVA
test, the p-value turned out to be 0.045 for single-based classifiers and 0.002 for ensemble-
based classifiers, which is less than the significance value of alpha. Hence, the null hypoth-
esis was rejected and the claim about the efficiency of the fusion-based ensemble model
was strengthened.

4.4. Comparison of Applied Approach with Existing Approaches

Numerous research studies in EDM have been conducted using multiple classifiers to
predict the performance of students. Sakri et al. have recently proposed an ensemble model
to identify at-risk students and advise them to regulate their learning. They hybridized
four single classifiers with four ensemble algorithms including bagging, random subspace,
multilayer perceptron, and random forest. The evaluation results showed that the ensemble
model achieved 91.70% accuracy, 86.1%, and the F-score was 87.3% [26]. Another study
identified at-risk students, predicting their learning performance through their learning
behavior based on their logging data history. They used Logistic Regression along with
Random Forest, Multilayer Perceptron, and Gaussian Naive Bayes. The results showed that
Random Forest surpasses the baseline Logistic Regression and other models with 89% accu-
racy, 89% precision, 88% recall, and 88% F1 score [56]. Emmanuel et al. introduced a model
to predict students’ success based on their daily activities. They hybridized different single
classifiers with bagging, boosting, and random forest. The experiment results showed that
the model achieved 96.9% accuracy [57]. Another recent study predicted students’ inter-
mediate results based on their academic characteristics. The evaluation results indicated
that the model attained 96.64% accuracy [58]. A model has been suggested to estimate
the institutional performance based on key performance indicators using data mining
techniques. The results showed that the artificial neural networks performed better in
achieving accuracy (i.e., 82.9%) in comparison to other machine learning models employed
in the study [59]. The student performance in a learning management system based on
behavioral features was predicted by applying ensemble methods including bagging, boost-
ing, and random forest to augment the performance of classifiers. An accuracy of 91.5%
was achieved through the application of ensemble methods to the classifiers to enhance
academic performance [60]. Ragab et al. introduced a data mining-based forecast model
to determine students’ accomplishments. The data mining techniques used to evaluate
students’ performance include a decision tree, logistic regression, a naïve Bayes tree, an
artificial neural network, a support vector machine, and a k-nearest neighbor. To improve
the productivity of these classifiers, they used ensemble methods such as bagging, boosting,
random forest, and voting. The results showed that the decision tree algorithm accuracy
increased with bagging from 90.4% to 91.4%. Similarly, recall results were increased from
0.904 to 0.914, and precision results were also improved from 0.905 to 0.914 [61]. Another
study undertook the task of student performance prediction by extracting features from
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an e-learning system. The proposed model comprises five traditional machine learning
algorithms which were complemented by four well-established ensemble techniques in-
cluding bagging, boosting, stacking, and voting. The F1 score measured by the NB model
by the integration of boosting and GBT with AdaBoost were 0.71% and 0.75%, respec-
tively [62]. Adejo et al.’s research focused on the prediction of students’ performance using
data mining techniques along with the support of ensemble methods. They also proposed
novel hybrid classifiers to gain accurate predictions of student performance. The results
showed that the hybrid model outperformed the other classifiers in terms of accuracy
(i.e., 81.67) precision (i.e., 79.62), recall (i.e., 75.86), and F-score (i.e., 77.69) in comparison to
base classifiers and ensemble techniques applied in the same research [54].

The fusion ensemble-based approach introduced in this research study to improve
academic performance attained the highest accuracy (i.e.,98.7%) precision (i.e., 98.6%) recall
(i.e., 98.6%) and F-score (i.e., 98.6) in comparison to state-of-the-art ensemble approaches
proposed in EDM. Thus, the result acquired in this study demonstrates the reliability of the
proposed predictive model. The performance of our approach represents improvements in
terms of all measures relative to existing approaches which emphasize that the fusion of
ensemble techniques can improve the fraction of prediction.

5. Limitations

This study is limited to predicting the performance of students studying in a physical
learning environment and lacks envisagement of the performance of students in online
learning. The data set should be extended to evaluate the performance of students in both
physical and virtual educational settings. The proposed system is deficient in suggesting
apposite learning streams to the students based on their learning performance to pursue
further educational goals. Another limitation of this study is that the factors are identified
only concerning a specific educational level rather than providing a framework of factors
for all educational levels including elementary, secondary, higher secondary, and tertiary.

6. Conclusions and Future Work

Numerous DM techniques have been implemented in academia as a standard proce-
dure for interpreting the bulk of students’ data and then mining them into one meaningful
datum and knowledge to support decision-making processes. An early performance predic-
tion would be beneficial for at-risk students, facing difficulty in attaining good grades in the
class. To support such students in their learning to improve their progress, it is important
to periodically predict their performance so they can be supported. A robust fusion-based
ensemble model was developed considering students’ demographic, family, social and
academic attributes to make predictions. The model is highly useful in assessing students
at early stages. After building many models involving single, ensemble, and fusion-based
ensemble classifiers, MultiBoostAB ensemble classifier with MLP base appears as the best
model to predict students’ performance at the lower secondary level.

A logical extension of this research would be the building of a meta-analysis system
on a larger dataset for future study which can be considered as a decision support method
based on the model that will achieve the highest efficiency and effectiveness.

Furthermore, the study can be enhanced by the use of hybrid feature selection meth-
ods to help predict student performances, so each feature becomes more optimal and
significant in terms of student performance prediction. The advanced ensemble-based
machine learning algorithm, in particular extreme gradient boosting, could also be used in
this domain.
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